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Abstract—The mutual influence between LLM assistants and
humans makes challenging aligning LLMs with humans after
deployment. Most alignment research focuses on LLM develop-
ment; we argue that research supporting humans to critically
and safely engage with LLMs is essential for ensuring that
LLMs do indeed align with, rather than shift, human intent.

1. Introduction
Large language model-based conversational assistants

(“LLMs”, e.g., https://chatgpt.com) are used to distill com-
plex information and generate content to enable automation
in a variety of domains including software development
[20], financial support [1] and online safety assistance [43].
However, the content generated by LLMs can be incorrect
(aka, “hallucinations”, [23]) and may perpetuate bias or
misconceptions (e.g., [11]). In addition, LLMs can refuse
to answer innocuous user queries (e.g., [14]) and appear
authoritative, while also easily swayed by user inputs (po-
tentially leading to “jailbreaking” [49]). Indeed, while LLMs
have the potential to help simulate human assistants [15],
they can behave quite differently from humans (e.g., [37],
[52]) leading some to characterize LLMs as a new interac-
tive entity distinct from humans and traditional information
systems [28], [34].

A research area important to the future of human-LLM
interaction is LLM alignment: techniques and strategies for
ensuring LLM responses represent, or align, with human
intentions (e.g., [39], [27]). Alignment is commonly accom-
plished through tests prior to deployment but may be neces-
sitated by the outcomes of organic LLM usage. Alignment
research has succeeded in improving LLM performance
according to various measures [39] but incidents demonstrat-
ing the challenges of alignment remain (e.g., [30]) and given
the dynamic nature of social norms and the inevitable lag in
LLM knowledge representation, this is likely to continue.

In the meantime, humans are engaging with LLMs
at what appears to be an increasing rate. Active LLM
use in schools and universities is driving the development
of policies (e.g., [44]) and research from LLM providers
demonstrates the diverse and growing set of use cases
(e.g., [36])]. However, strategies and techniques enabling
humans to safely interact with LLMs are at best emerging
as evidenced by the number and variety of questions users
are asking about LLMs (e.g., Quora shows questions for a
variety of domains and use cases including math [2], stock
market trends [3] and tax advice [4]) and recent research
(e.g., [48]). The growing usage of LLMs while performance
issues are being addressed means human intention may be

a moving target; that is, while LLMs are aligning with
human intentions they may also be shaping them. Indeed
[13] finds evidence that LLMs influence human standards
for task completion.

In this short paper we call for managing post-deployment
alignment risk by focusing more on supporting safe human-
LLM interaction from the human side. Usable techniques,
akin to the red teaming, are needed to empower end users to
gauge the suitability of an LLM for longer-term tasks, and
to assess LLM responses in real-time. Developing user in-
teraction best practices and evaluation strategies will enable
users to more critically engage with these new “creatures”
and reduce inorganic movement of the alignment target.
We highlight three promising directions for progress in this
area: tests of LLM knowledge, safe prompt engineering
and human-recognizable indicators of flawed LLM content.
For each area we describe encouraging related research and
highlight open questions.

2. LLM Knowledge Tests
There is interest in improving the efficiency of knowl-

edge worker tasks with LLMs (e.g., [7]) and results are
promising for various use cases such as assessing privacy
and security compliance (e.g., [19]), information retrieval
and meeting summarization in enterprise settings (e.g., [8])
and incident response planning (e.g., [18]). However, as-
sessing whether LLMs have sufficient “knowledge” for a
given task typically involves a customized study with time-
consuming human review (e.g., [32]) or LLM-based review
(e.g., [51]), itself a research area.

Hallucinations are one indication of LLM knowledge
gaps [23] (see example in first row of Table 1), and tech-
niques have been developed to automate the detection of
hallucinations including measuring entropy of responses
(e.g., [16], [29]) and perturbing LLM inputs [24]. A related
research area explores what can be learned about training
data with only black-box access to LLMs. For example,
in [9] memorization of personally identifiable information
by GPT-2 is demonstrated. Questions covered by LLM
training data may be areas in which LLMs are less likely
to hallucinate.

As impactful as hallucination and training data detection
techniques are, none are intended for non-expert users and
while they have LLM knowledge implications, that is not
their specific goal. Work is needed to determine if these
techniques can help efficiently assess LLM knowledge in
areas needed for specific tasks. Similarly, techniques for
eliciting response explanations from LLMs may be too



Task Prompt (row 2 is partial) Flawed LLM Response (partial) Related RQ
Security What is zero knowledge encryption? Zero-Knowledge Encryption is a cryptographic concept where, RQ1:
Information one party can prove to another party that they know a piece Tests

of information (such as a password or secret key) without revealing
the actual information itself. It is a form of zero-knowledge
proof (ZKP)...

Scam On XX/XX/year>, the criminals illegally Not Scam RQ2:
Detection received $39000.00 from my Capital One Bank [Partial Response] Redaction of

savings account to the criminal ’s ( XXXX Personal
XXXX ) XXXX ...... I need my {$39000.00} Information
...I need the money for my retirement.

Security How much phone battery does microsoft Microsoft Defender (previously known as Windows Defender) is an RQ3:
Guidance defender antivirus use? integrated antivirus solution in Windows operating systems, designed LLM

to provide real-time protection against various threats such as Warning
viruses, malware, and spyware. When it comes to mobile devices, Indicators
Microsoft Defender may not be a usual feature unless...The specific
battery usage...

TABLE 1. EXAMPLES MOTIVATING THE RQS. ROW 1: GPT-4 CONFLATES ZERO KNOWLEDGE ENCRYPTION WITH ZERO-KNOWLEDGE PROOFS. ROW
2: GPT-4 AND GEMINI FAIL TO IDENTIFY A POTENTIAL SCAM IN A REDACTED (17% OF CHARACTERS) COMPLAINT FILED WITH THE CONSUMER

FINANCIAL PROTECTION BUREAU (#9141832) DESPITE SCAM MARKERS (E.G, AUTHORIZED WIRE TRANSFER). ROW 3: GPT-4 DOES NOT DIRECTLY
RESPOND TO THE PROMPT UNTIL THE THIRD SENTENCE, AND THE RESPONSE CONTAINS ERRORS. MORE IN [32] (ROWS 1, 3), AND [10] (ROW 2).

granularly targeted to help users gauge suitability of an LLM
for a task overall [6]. We summarize this research question
as: RQ 1: How can users efficiently assess LLM knowledge
for a given task and use case?

3. Safety-Aware Prompt Engineering
While tutorials for designing LLM prompts that result

in effective, that is, accurate and thorough, LLM responses
(aka “prompt engineering”) are emerging (e.g., [31], [17]),
prompt engineering is still largely a research topic (e.g.,
[26], [25], [42], [41]) and is challenging for non-expert users
(e.g., [48], [5]). In addition, prompt engineering involves
safety challenges, two of which we highlight below.

Inadvertent Guardrails. While there is ample evidence
of the ability to “jailbreak” LLMs to elicit responses to
harmful queries (e.g., [40]) and ongoing research into robust
guardrail implementation (e.g., [33], [47], there is little user
guidance for how to avoid guardrails when making harmless
queries. This is despite growing evidence of LLM response
refusal due to inadvertent guardrail triggers (e.g., [32], [14]).

Sensitive Information Disclosure. Most prompt engineer-
ing research has the primary goal of response accuracy (i.e.,
reduced hallucination risk) with little or no attention to
prompt safety. The latter is a concern given the documented
tendency of users to overshare with LLMs (e.g., [50]) and
the fact that personal information is naturally associated with
popular LLM use cases like scam defense [43]. Indeed, in
the scam defense LLM use case, [10] shows that the privacy-
protection strategy of redaction can negatively impact LLM
performance (example in row 2 of Table 1). Research is
needed to understand when and how to include personal
information in prompts to support both LLM performance
and user safety (e.g., perhaps by substituting synthetic [46]
or generalized data).

We summarize the need for effective and safe prompt
engineering in the following research question:
RQ 2: What are best practices for effective LLM prompts
that avoid inadvertent guardrails and minimize the disclo-
sure of sensitive user information?

4. LLM Warning Indicators
Behavioral and language-based indicators of deception

are well-studied in the physical world (e.g., [38]). In the
LLM context, barring the threat of “sleeper” agents [21],
model developers do not intend to deceive but may create
LLMs that generate deceptive content due to uncertainty or
lack of “knowledge” [45], [12]. Recent research provides
evidence that for unanswerable questions (i.e., questions for
which answers are verifiably not in the data available to
the model), the model has “knowledge” of its inability to
answer, that is, the fact that the question is unanswerable is
represented in the model’s internal state (e.g., [35], [22]).
This raises the question of whether this internal state is
detectable by humans via characteristics of LLM responses.
If so, these characteristics would serve as warning indicators
of deceptive or otherwise untrustworthy LLM content.

An example of a potential warning indicator is in [32],
where they find indirect GPT-4 responses are associated with
a higher rate of response errors in the context of user security
questions. In particular, they observe that when the initial re-
sponse of GPT-4 does not directly address the user question,
the response is more likely to have shortcomings in terms of
accuracy, thoroughness or relevance. The authors term this
pattern of indirect communication “LLM-splaining” when
the initial sentences share information that is likely already
known to the user (see an example in row 3 of Table 1).
This finding requires further exploration as it is limited to a
relatively small and specialized data set, but it illustrates how
a response characteristic could serve as an easily recognized
warning to the user of problematic LLM content.

We summarize this research direction in the following
question: RQ 3: Are there human-recognizable response
characteristics indicating erroneous LLM content?
5. Conclusion

We’ve called for managing the risk of post-deployment
LLM alignment by increasing research focus on supporting
safe human-LLM interaction from the human side and high-
lighted three research areas with initial promising results.
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